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Abstract
We study how close the optimal Bayes error rate can be approximately reached using a classification algorithm that computes a classifier by minimizing a convex upper bound of the classification error function. The measurement of closeness is characterized by the loss function used in the estimation. We show that such a classification scheme can be generally regarded as a (non maximum-likelihood) conditional in-class probability estimate, and we use this analysis to compare various convex loss functions appeared in the literature. Furthermore, the theoretical insight allows us to design good loss functions with desirable properties. Another aspect of our analysis is to demonstrate the consistency of certain classification methods using convex risk minimization. This study sheds light on the good performance of some recently proposed linear classification methods including boosting and support vector machines. It also shows their limitations and suggests possible improvements.

1 Motivation
In statistical machine learning, the goal is often to predict an unobserved output value $y$ based on an observed input vector $x$. This requires us to estimate a functional relationship $y \approx f(x)$ from a set of example pairs of $(x, y)$. Usually the quality of the predictor $f(x)$ can be measured by a problem dependent loss function $\ell(f(x), y)$. In machine learning analysis, one assumes that the training data are drawn from an underlying distribution $D$ which is not known. Our goal is to find a predictor $f(x)$ so that the expected loss of $f$ given below is as small as possible:

$$L(f(\cdot)) = E_{X,Y} \ell(f(X), Y),$$

where we use $E_{X,Y}$ to denote the expectation with respect to the true underlying distribution $D$.

In this paper, we are mainly interested in binary-classification problems, where $y \in \{\pm 1\}$. We also consider the following prediction rule: predict $y = 1$ if $f(x) \geq 0$, and predict $y = -1$
otherwise. Note that the decision rule at \( f(x) = 0 \) is not important in our analysis. The classification error of \( f(\cdot) \) at a point \((x, y)\) is given by

\[
I(f(x), y) = \begin{cases} 
1 & \text{if } f(x)y < 0, \\
1 & \text{if } f(x) = 0 \text{ and } y = -1, \\
0 & \text{otherwise.}
\end{cases}
\]

Given a set of training data \((X_1, Y_1), \ldots, (X_n, Y_n)\), independently drawn from \( D \), we may consider finding \( f(x) \) in a function class \( C \) that minimizes the empirical classification error:

\[
\frac{1}{n} \sum_{i=1}^{n} I(f(X_i), Y_i).
\]

(1)

This method can be regarded as a stochastic approximation to the minimization of the true classification error:

\[
L(f(\cdot)) = \mathbb{E}_{X,Y} I(f(X), Y).
\]

(2)

However, due to the non-convexity of the classification error function \( I \), the minimization of (1) is typically NP-hard. Recently a number of methods have been proposed to alleviate this computational problem. The basic idea is to minimize a convex upper bound of the classification error function \( I(p, y) \). For example, AdaBoost [6] employs the exponential loss function \( \exp(-py) \) [2, 3, 14, 7], and support vector machines (SVMs) employ a loss function of the form \( \max(1 - py, 0) \) [15]. In general, let \( \phi \) be a one variable convex function, we may consider the (approximate) minimization in a function class \( C \) with respect to the following empirical risk:

\[
\frac{1}{n} \sum_{i=1}^{n} \phi(f(X_i)Y_i),
\]

(3)

which can be regarded as a stochastic approximation to the true risk

\[
Q(f(\cdot)) = \mathbb{E}_{X,Y} \phi(f(X)Y).
\]

(4)

Note that computationally, we shall also require that the function class \( C \) is a convex function class. The resulting estimation formulation then becomes a convex optimization problem which often can be efficiently solved. However, in this paper, we focus on the analysis of the loss function \( \phi \). Consequently, we do not need to assume that \( C \) is a convex function class unless indicated otherwise. Furthermore, we do not assume that the minimum of the optimization problem can be achieved by a function in \( C \). As a result, in our analysis, we will only consider approximate minimization over the function class \( C \).

\footnote{In this paper, we only consider an estimation scheme that is invariant with respect to the transform \((p, y) \rightarrow (-p, -y)\) for clarity. A more general formulation without this symmetry can be useful for problems that have different penalties for errors made on in-class data and errors made on out-of-class data.}
In the literature, the use of a convex upper bound of classification error function has mainly been regarded as a computational heuristics as to avoid the NP-hardness of minimizing the true classification error. The empirical success of the newly proposed learning methodologies such as boosting and support vector classification implies that these methods can yield good classifiers although they do not attempt to minimize the true classification error.

So far, the most influential explanation of their success is the so-called “margin” analysis. This concept has been used to explain both SVM [15] and boosting [13]. The basic idea is that using convex risk minimization, one attempts to separate the value of \( f(x) \) for in-class data and out-of-class as much as possible. However, in a statistical estimation procedure, one typically encounters two types of errors: one introduced by the bias of the formulation which we call approximation error, and the other introduced by the variance of using finite sample size which we call estimation error. The margin idea mixes the two aspects together (although the analysis itself emphasizes estimation error) so that it is not clear which aspect is the main contribution to the success of these so-called margin maximization methods. Moreover from the margin concept, we are unable to characterize the impact of different loss functions, and we are unable to analyze the closeness of a classifier obtained from convex risk minimization to the optimal Bayes classifier.

The approach presented in this paper is motivated from a different point of view given in [7], where the authors observed that one could replace the exponential loss function \( \phi(v) = \exp(-v) \) in AdaBoost by the logistic regression loss \( \phi(v) = \ln(1 + \exp(-v)) \) to obtain a similar procedure. One justification of using logistic regression is that logistic regression can be regarded as a maximum likelihood estimate if the conditional in-class probability \( \eta(x) = P(Y = 1|X = x) \) can be expressed as \( 1/(1 + \exp(-f(x))) \) for some \( f(x) \in C \). By the well-known consistency result for maximum-likelihood estimate for parametric function classes (under some regularity conditions), we know that it is possible to achieve the optimal Bayes error rate using logistic regression even though we do not directly minimize the classification error. However, this point of view treats logistic regression as a very special loss function which happens to be a maximum likelihood estimate.

On the other hand, there is no practical evidence that logistic regression shows any classification performance advantage over some other convex risk minimization formulations such as support vector machines. It is thus natural to ask the question whether consistency can also be achieved using other loss functions. More importantly, we would like to analyze different convex loss functions and characterize their classification behaviors. So far these issues have not been satisfactorily addressed in the literature.

Issues related to what we are interested in here have also been considered in a number of recent papers. For example, Breiman studied the consistency of some boosting like algorithms in [4] but his analysis was specialized to specific formulations. Buhlmann and Yu investigated some theoretical issues for the least squares formulation of boosting [5]. At about the same time of this work, Lugosi and Vayatis also independently studied the consistency issue for certain forms of boosting methods using ideas very similar to what we use here [9]. However, the framework developed in their paper is quite different from this work. In particular, they didn’t study issues that we are particularly interested in, such as the interpretation of convex risk minimization as conditional probability estimate and the
associated analysis of loss functions.

The goal of this paper is to study the impact of a convex loss function \( \phi \) in an estimation scheme that approximately minimizes (4). We show that similar to logistic regression, schemes with other convex loss functions may also be regarded as methods to estimate the true conditional probability \( \eta(x) = P(Y = 1 | X = x) \) although they use different loss-function induced distance metrics\(^2\) to measure the closeness. Such loss-function induced distances also characterize the closeness of the underlying function class \( C \) to a Bayes classifier. Although an estimation scheme with a general convex function \( \phi \) does not correspond to a maximum likelihood estimate, consistency results can still be obtained in our analysis. As concrete examples of our analysis, we are specifically interested in the following methods:

- Least Squares: \( \phi(v) = (1 - v)^2. \)
- Modified Least Squares: \( \phi(v) = \max(1 - v, 0)^2. \)
- SVM: \( \phi(v) = \max(1 - v, 0). \)
- Exponential: \( \phi(v) = \exp(-v). \)
- Logistic Regression: \( \phi(v) = \ln(1 + \exp(-v)). \)

The above loss functions are of general interests. All of them have been used in practical applications.

In statistical estimation, one often encounters a trade-off between the approximation error (bias) and the estimation error (variance). The approximation error is deterministic which can roughly be characterized as the error of an approximately best predictor produced by the estimation scheme using an infinite number of samples. The error can be introduced through the following two factors: 1. the function class used in the estimation is not powerful enough to represent the best predictor; 2. the bias inherent to the estimation method (for example, it may be numerically unstable, or it may produce a suboptimal predictor even if an optimal predictor is in the function class). The estimation error is introduced from the use of a finite number of samples that do not accurately represent the underlying distribution.

In our formulation, approximation error is determined by (4). It can be informally described as follows: If \( f(x) \in C \) (approximately) minimizes (4), then the approximation error is the difference of the classification error of \( f(x) \) and the optimal Bayes error. Clearly, the error is determined by the underlying distribution \( D \), the function class \( C \) and the loss function \( \phi \). In this paper, we do not restrict the underlying distribution \( D \) or the function class \( C \). Therefore we shall only focus on the impact of different choices of \( \phi \). This analysis allows us to compare various loss functions under the same condition.

The general framework for analyzing the approximation error of (4) with a generic convex loss function \( \phi \) is presented in Section 2. Specific consequences of this analysis on loss functions that we are interested in are given in Section 3.

In Section 4, we consider the estimation error resulted from using a finite sample size. Specifically, we show that some recently popularized kernel classification methods are universal in the sense that they can produce predictors with classification error that approaches

\(^2\)In this respect, the distance metric for logistic regression is the KL-divergence (relative entropy).
the optimal Bayes error in probability for any underlying distribution when the sample size \( n \) goes to infinity. In order to achieve this, we need to choose a function class \( C \) so that the resulting approximation error using a convex risk minimization scheme with risk defined in (4) is zero for any conditional probability density \( \psi(x) = P(Y = 1 | X = x) \). Due to the tremendous expressive power of such a function class, we cannot use \( C \) directly in a finite-sample estimation method that minimizes the empirical risk in (3). Instead, we consider a complexity regularization approach in a kernel method. The underlying idea is to decompose the function class \( C \) as \( C = \cup C_n \) \( (C_1 \subset C_2 \cdots \subset C) \) such that the estimation error of minimizing (4) within \( C_n \) approaches zero as \( n \to \infty \). Universality of kernel methods can then be established by appropriately choosing the complexity regularization parameter for each sample size.

For convenience, throughout the paper, we assume that all quantities appearing in the discussion are measurable whenever necessary.

2 Approximation error under convex risk minimization

In this section, we study the relationship between the classification error \( L(f(\cdot)) \) of a predictor \( f \) and the quantity \( Q(f(\cdot)) \) defined in (4).

We shall rewrite (4) as

\[
Q(f(\cdot)) = E_X [\psi(X)\phi(f(X)) + (1 - \psi(X))\phi(-f(X))],
\]

where we use \( \psi(x) \) to denote the conditional probability \( P(Y = 1 | X = x) \). \( E_X \) denotes the expectation over input data \( X \). In the following, we will show that by minimizing \( Q(\cdot) \), we also minimize the classification error indirectly.

The classification error of a predictor \( f(x) \) can be written as:

\[
L(f(\cdot)) = E_{f|X| \geq 0} (1 - \psi(X)) + E_{f|X| < 0} \psi(X).
\] (6)

Note that we have used \( E_{f|X| \geq 0} \) to denote the expectation in the region \( f(X) \geq 0 \). In other words, \( E_{f|X| \geq 0} s(X) = E_X [s(x)I(f(x) \geq 0)] \), where \( I(\cdot) \) denotes the set indicator function. \( E_{f|X| < 0} \) is similarly defined.

For convenience, we also introduce the following notation:

\[
Q(\eta, f) = \psi \phi(f) + (1 - \psi) \phi(-f),
\] (7)

where we assume that \( \eta \in [0, 1] \).

Let \( \mathbb{R}^* \) denote the extended real line \( (\mathbb{R}^* = \mathbb{R} \cup \{-\infty, +\infty\}) \). We extend a convex function \( g : \mathbb{R} \to \mathbb{R} \) to a function \( g : \mathbb{R}^* \to \mathbb{R}^* \) by defining \( g(\infty) = \lim_{x \to \infty} g(x) \) and \( g(-\infty) = \lim_{x \to -\infty} g(x) \). The extension is only for notational convenience. It ensures that the optimal minimizer \( f_\phi^*(\eta) \) given below is well-defined at \( \eta = 0 \) or 1 for certain loss functions.

**Definition 2.1** We define function \( f_\phi^*(\eta) : [0, 1] \to \mathbb{R}^* \) as:

\[
f_\phi^*(\eta) = \arg \min_{f \in \mathbb{R}^*} Q(\eta, f),
\]
and

\[ Q^*(\eta) = \inf_{f \in \mathbb{R}} Q(\eta, f) = Q(\eta, f^*_\phi(\eta)). \]

Note that \( f^*_\phi(\eta) \) may not be uniquely determined. In such case, we only choose any \( f^*_\phi(\eta) \) that minimizes the right hand side. By symmetry, we have \( Q(\eta, p) = Q(1 - \eta, -p) \). This implies that if \( f^*_\phi(\eta) \) minimizes the right hand side, then \(-f^*_\phi(1 - \eta)\) also minimizes the right hand side. Therefore we may choose \( f^*_\phi \) such that \( f^*_\phi(1 - \eta) = -f^*_\phi(\eta) \). In the following, we always assume that this condition holds. In particular, it implies that \( f^*_\phi(0.5) = 0 \).

Clearly \( f^*_\phi(\eta(x)) \) minimizes \( Q(f(x)) \) in (5) among all measurable functions \( f(x) \) by the construction of \( f^*_\phi \). In our analysis, it is convenient to introduce the following two quantities which are always non-negative:

\[
\Delta Q(\eta, f) = Q(\eta, f) - Q(\eta, f^*_\phi(\eta)) = Q(\eta, f) - Q^*(\eta),
\]

\[
\Delta Q(f(\cdot)) = Q(f(\cdot)) - Q(f^*_\phi(\eta(\cdot))) = \mathbb{E}_X \Delta Q(\eta(X), f(X)).
\]

The second quantity measures the closeness of the risk of a function \( f(\cdot) \) defined in (5) to the optimal risk \( Q(f^*_\phi(\eta(\cdot))) \).

Both \( f^*_\phi \) and \( Q^* \) are easy to compute given a convex loss function \( \phi \). We list the results for formulations that we are specially interested in:

- Least Squares: \( f^*_\phi(\eta) = 2\eta - 1 \); \( Q^*(\eta) = 4\eta(1 - \eta) \).
- Modified Least Squares: \( f^*_\phi(\eta) = 2\eta - 1 \); \( Q^*(\eta) = 4\eta(1 - \eta) \).
- SVM: \( f^*_\phi(\eta) = \text{sign}(2\eta - 1) \); \( Q^*(\eta) = 1 - |2\eta - 1| \).
- Exponential: \( f^*_\phi(\eta) = \frac{1}{2} \ln \frac{\eta}{1 - \eta} \); \( Q^*(\eta) = 2\sqrt{\eta(1 - \eta)} \).
- Logistic Regression: \( f^*_\phi(\eta) = \ln \frac{\eta}{1 - \eta} \); \( Q^*(\eta) = -\eta \ln \eta - (1 - \eta) \ln(1 - \eta) \).

We are now ready to provide the intuition on why it is possible to obtain a Bayes classifier through the minimization of (4) which by itself only leads to an upper bound of the true classification error. Observe that for all of the above examples of \( \phi, f^*_\phi(\eta) > 0 \) when \( \eta > 0.5 \). This implies if we let \( f(x) = f^*_\phi(\eta(x)) \) which minimizes (4), then the corresponding decision rule leads to the Bayes classifier. Since \( f^*_\phi(\eta(x)) \) minimizes (4) among all measurable functions \( f(x) \), if the function class \( C \) contains \( f^*_\phi(\eta(x)) \), we are able to find \( f(x) \in C \) that achieves the Bayes classification error.

Although the above intuition is quite simple and clear, there are still a number of technical issues that need to be resolved. First, \( f^*_\phi(\eta(x)) \) may not be the unique minimizer of (5). This means that even if \( f^*_\phi(\eta(x)) \in C \), it is still unclear whether any minimizer of (5) in \( C \) leads to the Bayes classifier.

Additionally, we do not require \( f^*_\phi(\eta(x)) \) to be in \( C \); and in general, we do not require that the minimum of (5) in \( C \) can be achieved by an element in \( C \). In this case, it is necessary to bound the classification error of \( f(x) \) in terms of \( \Delta Q(f(\cdot)) \), which is given by the following theorem.
Theorem 2.1 Assume \( f_\phi^*(\eta) > 0 \) when \( \eta > 0.5 \). Assume there exists \( c > 0 \) and \( s \geq 1 \) such that for all \( \eta \in [0, 1] \),

\[
|0.5 - \eta|^s \leq c^s \Delta Q(\eta, 0),
\]

then for any measurable function \( f(x) \):

\[
L(f(\cdot)) \leq L^* + 2c\Delta Q(f(\cdot))^{1/s},
\]

where \( L^* \) is the optimal Bayes error: \( L^* = L(2\eta(\cdot) - 1) \).

Proof. Using (6), it is easy to verify that

\[
L(f(\cdot)) - L(2\eta(\cdot) - 1)
= \mathbb{E}_{\eta(X)|0.5, f(X)<0}(2\eta(X) - 1) + \mathbb{E}_{\eta(X)|0.5, f(X)\geq0}(1 - 2\eta(X))
\leq \mathbb{E}_{|2\eta(X) - 1|f(X)\leq0}|2\eta(X) - 1|
\leq 2(\mathbb{E}_{|2\eta(X) - 1|f(X)\leq0}|\eta(X) - 0.5|^{1/s}).
\]

The last inequality follows from the Jensen’s inequality. Using the assumption of the theorem, we obtain

\[
L(f(\cdot)) - L(2\eta(\cdot) - 1) \leq 2c(\mathbb{E}_{|2\eta(X) - 1|f(X)\leq0}\Delta Q(\eta(X), 0))^{1/s}.
\]

If we can further show that \((2\eta(x) - 1)f(x) \leq 0\) implies \( Q(\eta(x), 0) \leq Q(\eta(x), f(x)) \), then

\[
\mathbb{E}_{|2\eta(X) - 1|f(X)\leq0}\Delta Q(\eta(X), 0) \leq \mathbb{E}_x \Delta Q(\eta(X), f(X)) = \Delta Q(f(\cdot)).
\]

Combining this inequality with (9), we obtain the theorem. Therefore in the following we only need to prove the fact that \((2\eta - 1)p \leq 0\) implies \( Q(\eta, 0) \leq Q(\eta, p) \). To see this, we consider the following three cases:

- \( \eta > 0.5 \): By assumption, we have \( f_\phi^*(\eta) > 0 \). Now \((2\eta - 1)p \leq 0\) implies \( p \leq 0 \). Using \( 0 \in [p, f_\phi^*(\eta)] \), and the convexity of \( Q(\eta, p) \) with respect to \( p \), we obtain \( Q(\eta, 0) \leq \max(Q(\eta, p), Q(\eta, f_\phi^*(\eta))) = Q(\eta, p) \).

- \( \eta < 0.5 \): Note that we require \( f_\phi^*(\eta) = -f_\phi^*(1 - \eta) \). Therefore \( f_\phi^*(\eta) < 0 \). Since \((2\eta - 1)p \leq 0\) implies that \( p \geq 0 \), we have \( 0 \in [f_\phi^*(\eta), p] \), which implies that \( Q(\eta, 0) \leq \max(Q(\eta, p), Q(\eta, f_\phi^*(\eta))) = Q(\eta, p) \).

- \( \eta = 0.5 \): Note that \( f_\phi^*(\eta) = 0 \) which implies \( Q(\eta, 0) \leq Q(\eta, p) \) for all values \( p \).

This finishes the proof of the theorem. \( \square \)

We have made no special effort to ensure that the bound in the above theorem is as tight as possible. In many practical applications, the conditional probability \( \eta(x) \) is close to 0 or 1. In this case, if the assumption of the theorem holds with \( s > 1 \), then the assumption will also hold with \( s = 1 \) but with a larger constant \( c \). Using this idea, refined bounds can be easily obtained:
Corollary 2.1 Under the assumptions of Theorem 2.1, we have:

\[ L(f(\cdot)) \leq L^* + 2c \inf_{\delta > 0} \left[ (\mathbb{E}_{2\eta(X) - 1} \Delta Q(\eta(X), f(X)))^{1/2} + \left( \frac{C}{\delta} \right)^{1-1} \Delta Q(f(\cdot)) \right]. \]

Proof. If \(|\eta(x) - 0.5| \geq \delta\), we have

\[ |\eta(x) - 0.5| \leq \delta^{1-1} \Delta Q(\eta, 0). \] (10)

Now we can decompose (8) as:

\[ \mathbb{E}_{2\eta(X) - 1} f(X) \leq 0, |\eta(X) - 0.5| \leq \delta |2\eta(X) - 1| + \mathbb{E}_{2\eta(X) - 1} f(X) \leq 0, |\eta(X) - 0.5| \leq \delta |2\eta(X) - 1| \leq 2\eta(X) - 1. \]

We can bound the first term by Jensen’s inequality as in the proof of Theorem 2.1, and
the second term using (10). The rest of the proof follows the same arguement as that of
Theorem 2.1. \(\square\)

Theorem 2.1 implies that if we obtain \(\phi\) by approximately minimizing (5) so that \(\Delta Q(f(\cdot))\)
is small, then the classification error rate of \(f(\cdot)\) is close to that of the Bayes error rate
\(L^* = L(f^*_\text{Bayes}(\cdot))\). In particular, if we can find a sequence of predictors \(f_k(\cdot) \in C\) such that
\(\Delta Q(f_k(\cdot)) \to 0\), then we are able to achieve classification error rate arbitrarily close to that
of the Bayes error rate in \(C\) by approximately minimizing (5).

Observe that in Theorem 2.1, both \(\Delta Q(\eta, 0)\) and \(\Delta Q(f(\cdot)) = \mathbb{E}_X \Delta Q(\eta(X), f(X))\) rely
on the quantity \(\Delta Q(\eta, f) = Q(\eta, f) - Q^*(\eta)\). It is thus worthwhile to further analyze it.
In order to do so, we need the following definition of Bregman divergence which originally
appeared in [1]:

Definition 2.2 For a convex function \(\phi\), we define its Bregman divergence as:

\[ d_\phi(f_1, f_2) = \phi(f_2) - \phi(f_1) - \phi'(f_1)(f_2 - f_1). \]

For a concave function \(g\), the Bregman divergence is defined as:

\[ d_g(\eta_1, \eta_2) = d_{-g}(\eta_1, \eta_2). \]

Note that in the above definition, \(\phi'(f)\) in general denotes a subgradient of a convex function
\(\phi(f)\) at \(f\). A subgradient \(p^*\) of a convex function \(\phi(f)\) at \(p\) is a value such that \(\phi(q) \geq \phi(p) + p^*(q - p)\) for all \(q\) (see [11] Section 23). Clearly, by definition, the Bregman divergence
is always non-negative. However, in general a subgradient of a convex function at a point
may not always exist, and even when it exists it may not be unique. To avoid such difficulties,
in this paper we only use Bregman divergence for differentiable convex functions except in
Section 4.3. In this case, subgradient becomes derivative which is uniquely defined.

The following lemma shows that \(Q^*\) is concave, which is useful in our later discussion.

Lemma 2.1 \(Q^*(\eta)\) is a concave function of \(\eta (\eta \in [0, 1])\).

Proof. Consider \(0 \leq \eta_1 \leq \eta_2 \leq 1\) and \(t \in [0, 1]\). Let \(\eta = t\eta_1 + (1 - t)\eta_2\).

\[ Q^*(\eta) = t \eta^1(f^*_\phi(\eta_1)) + (1 - t) \eta^1(f^*_\phi(\eta_2)) \]
\[ = (1 - \eta) \eta^1(f^*_\phi(\eta_1)) + (1 - \eta)(1 - t) \eta^1(f^*_\phi(\eta_2)) \]
\[ \geq (1 - \eta) \eta^1(f^*_\phi(\eta_1)) + (1 - \eta)(1 - t) \eta^1(f^*_\phi(\eta_2)) + (1 - \eta)(1 - t) \eta^1(f^*_\phi(\eta_2)) \]
\[ = t Q^*(\eta_1) + (1 - t) Q^*(\eta_2), \]
where the inequality above follows from the definition of $f_{\phi}^*$. □

For any convex function $\phi$, by the definition of $f_{\phi}^*(\cdot)$, we have the following first order condition:

$$\eta \phi'(f_{\phi}^*(\eta)) - (1 - \eta) \phi'(-f_{\phi}^*(\eta)) = 0, \quad (11)$$

where $\phi'(p)$ denotes a subgradient of $\phi$ at $p$. This implies

$$\Delta Q(\eta, p) = \eta[\phi(p) - \phi(f_{\phi}^*(\eta))] + (1 - \eta)[\phi(-p) - \phi(-f_{\phi}^*(\eta))]$$
$$= \eta[\phi(p) - \phi(f_{\phi}^*(\eta)) - \phi'(f_{\phi}^*(\eta))(p - f_{\phi}^*(\eta))] +$$
$$+ (1 - \eta)[\phi(-p) - \phi(-f_{\phi}^*(\eta)) - \phi'(-f_{\phi}^*(\eta))(f_{\phi}^*(\eta) - p)]$$
$$= \eta d_{\phi}(f_{\phi}^*(\eta), p) + (1 - \eta)d_{\phi}(-f_{\phi}^*(\eta), -p).$$

In the above, $\Delta Q(\eta, p)$ is expressed using the Bregman divergence of $\phi$. We may also express $\Delta Q(\eta, p)$ using the Bregman divergence of $Q^*$. Assume that $\phi$ and $f_{\phi}^*(\eta)$ are differentiable, we have from (11) that for all $p = f_{\phi}^*(\tilde{\eta})$ where $\tilde{\eta} \in [0, 1]$:

$$Q^{\ast\ast}(\tilde{\eta}) = \frac{d}{d\tilde{\eta}} \tilde{\eta} \phi(f_{\phi}^*(\tilde{\eta})) + (1 - \tilde{\eta})\phi(-f_{\phi}^*(\tilde{\eta}))$$
$$= \phi(f_{\phi}^*(\tilde{\eta})) - \phi(-f_{\phi}^*(\tilde{\eta})) + [\tilde{\eta} \phi'(f_{\phi}^*(\tilde{\eta})) - (1 - \tilde{\eta})\phi'(-f_{\phi}^*(\tilde{\eta}))]f_{\phi}^*(\tilde{\eta})$$
$$= \phi(p) - \phi(-p).$$

We thus have:

$$\Delta Q(\eta, p) = \eta \phi(p) + (1 - \eta)\phi(-p) - Q^*(\eta)$$
$$= (\eta - \tilde{\eta})\phi(p) - \phi(-p) + \tilde{\eta}\phi(p) + (1 - \tilde{\eta})\phi(-p) - Q^*(\eta)$$
$$= (\eta - \tilde{\eta})Q^{\ast\ast}(\tilde{\eta}) + Q^*(\tilde{\eta}) - Q^*(\eta)$$
$$= d_{Q^*}(\tilde{\eta}, \eta).$$

We summarize the above derivations in the following theorem:

**Theorem 2.2** If $\phi$ is differentiable, then Bregman divergence $d_{\phi}$ is uniquely defined. We have the following equality:

$$\Delta Q(\eta, p) = \eta d_{\phi}(f_{\phi}^*(\eta), p) + (1 - \eta)d_{\phi}(-f_{\phi}^*(\eta), -p).$$

If furthermore, $f_{\phi}^*$ is differentiable, then $Q^*$ is also differentiable. Assume that $p = f_{\phi}^*(\tilde{\eta})$, then

$$\Delta Q(\eta, p) = d_{Q^*}(\tilde{\eta}, \eta).$$

The above results are useful for calculating quantities in Theorem 2.1. If we assume that $f_{\phi}^*$ is invertible, then its inverse function $f_{\phi}^{*-1}(f(x))$ can be regarded as a conditional probability estimate. From $\Delta Q(\eta, p) = d_{Q^*}(\tilde{\eta}, \eta)$, we obtain

$$\Delta Q(f(\cdot)) = E_X \Delta Q(\eta(X), f(X)) = E_X d_{Q^*}(f_{\phi}^{*-1}(f(X)), \eta(X)).$$
It is clear that by minimizing $Q(f(\cdot))$ as in (5), we are effectively minimizing the expected distance of the conditional probability $f_\phi^{-1}(f(x))$ associated with $f(x)$ and the true conditional in-class probability $\eta(x)$. The distance is specified by the Bregman divergence of $Q^\star$. Intuitively, we try to estimate the true in-class conditional probability even though the underlying method may not correspond to a maximum likelihood estimate. The conditional probability information resulted from a convex risk minimization method is very useful in applications. It can provide much richer information than the simple binary classification error bound given in Theorem 2.1.

We would like to mention that different formulations can share the same form of $f_\phi^\star$ which determines the corresponding probability model. However, the function $f_\phi^\star$ does not fully characterize the behavior of the formulation since the loss function induced distance $\Delta Q(\eta, p)$ in Theorem 2.2 can still behave differently.

3 Examples of approximation error analysis

In this section, we apply the general framework of approximation error analysis outlined in Section 2 to those loss functions that we are specially interested in. From Theorem 2.1, we can obtain the following generic classification error bound:

**Corollary 3.1** Under the assumptions of Theorem 2.1. Let

$$\epsilon_1 = \inf_{f(\cdot) \in C} \mathbb{E}_X \Delta Q(\eta(X), f(X)).$$

Assume we find $\hat{f}(\cdot)$ that approximately minimizes (4) as

$$Q(\hat{f}(\cdot)) \leq \inf_{f(\cdot) \in C} Q(f(\cdot)) + \epsilon_2,$$

then

$$\mathbb{E}_X \Delta Q(\eta(X), f(X)) \leq \epsilon_1 + \epsilon_2$$

and

$$L(\hat{f}(\cdot)) \leq L^\star + 2c(\epsilon_1 + \epsilon_2)^{1/s}.$$ 

In the following, we are interested in estimating $c$, $s$ and $\Delta Q(\eta, f)$ for each formulation.

3.1 Least Squares

We consider the case $\phi(v) = (1 - v)^2$. $f_\phi^\star(\eta) = 2\eta - 1$. The subgradient of $\phi$ is uniquely determined as $\phi'(v) = 2(v - 1)$. The Bregman divergence of $\phi$ is $d_\phi(p_1, p_2) = (p_2 - p_1)^2$. We thus obtain from Theorem 2.2 that

$$\Delta Q(\eta, p) = (2\eta - 1 - p)^2.$$
Specifically, we have
\[ |\eta - 0.5|^2 = 0.5^2 \Delta Q(\eta, 0). \]
This implies that we can choose \( c = 0.5 \) and \( s = 2 \) in Corollary 3.1.

Therefore by using the least squares method for classification problem, we attempt to minimize the expected squared difference of the predictor and the conditional in-class probability \( \eta(x) \). This means that \( (f(x) + 1)/2 \) (truncated to \([0,1]\)) can be regarded as an approximation to the conditional in-class probability. Therefore least squares classification can be regarded as a non maximum likelihood conditional density estimation method.

### 3.2 Modified Least Squares

We consider the case \( \phi(v) = \max(0,1-v)^2 \). \( f_\phi^*(\eta) = 2\eta - 1 \). The subgradient of \( \phi \) is uniquely determined as \( \phi'(v) = -2\max(0,1-v) \). For \( p_1 \in [-1,1] \), the Bregman divergence of \( \phi \) is
\[
d_\phi(p_1, p_2) = (p_2 - p_1)^2 - \max(0, p_2 - 1)^2.
\]
We thus obtain from Theorem 2.2 that
\[
\Delta Q(\eta, p) = (2\eta - 1 - p)^2 - \eta \max(0, p - 1)^2 - (1 - \eta) \min(0, p + 1)^2.
\]
Specifically, we have
\[ |\eta - 0.5|^2 \leq 0.5^2 \Delta Q(\eta, 0). \]
This implies that we can choose \( c = 0.5 \) and \( s = 2 \) in Corollary 3.1.

Since \( \Delta Q \) is rather complicated, it is useful to give simplified upper and lower bounds. Such bounds are given in the lemma below. Using the lower bound, we can see that
\[
\mathbf{E}_X(2\eta(X) - 1 - T(f(X)))^2 \leq \epsilon_1 + \epsilon_2,
\]
where \( T(p) \) truncates \( p \) to the interval \([-1,1]\). Since \( \epsilon_1 \) in the modified least squares case is always smaller than the corresponding \( \epsilon_1 \) for Least Squares, the approximation bound for Modified Least Squares is always better than that of the Least Squares. This implies that in general the modified least squares method can perform better than least squares for classification problems.

**Lemma 3.1** Let \( T(p) = \min(\max(p,-1),1) \), then for all \( p \) and \( \eta \in [0,1] \), we have
\[
\Delta Q(\eta, p) = (2\eta - 1 - T(p))^2 + |2\eta - 1 - T(p)| \cdot |p - T(p)| \frac{|p| + 3}{2}.
\] This implies the following bounds:
\[
(2\eta - 1 - T(p))^2 \leq \Delta Q(\eta, p) \leq (2\eta - 1 - T(p))^2 + |2\eta - 1 - T(p)| \frac{(|p| + 1)^2}{2}.
\]
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Proof. Note that

\[
\Delta Q(\eta, p) = \Delta Q(\eta, T(p)) + Q(\eta, p) - Q(\eta, T(p)) \\
= (2\eta - 1 - T(p))^2 + \eta(\max(0, 1 - p)^2 - \max(0, 1 - T(p))^2) \\
+ (1 - \eta)(\max(0, 1 + p)^2 - \max(0, 1 + T(p))^2).
\]

We consider the following three cases:
1. \( p \in [-1, 1] \): Since \( p = T(p) \), the lemma holds.
2. \( p > 1 \): note that \( T(p) = 1 \), we have

\[
\Delta Q(\eta, p) = (2\eta - 1 - T(p))^2 + (1 - \eta)((1 + p)^2 - (1 + T(p))^2) \\
= (2\eta - 1 - T(p))^2 + |2\eta - 1 - T(p)|(p - 1) \frac{p + 3}{2}.
\]
3. \( p < -1 \): note that \( T(p) = -1 \), we have

\[
\Delta Q(\eta, p) = (2\eta - 1 - T(p))^2 + \eta((1 - p)^2 - (1 - T(p))^2) \\
= (2\eta - 1 - T(p))^2 + |2\eta - 1 - T(p)|(-p - 1) \frac{-p + 3}{2}.
\]

Combining the above three cases, we obtain the lemma. □

Using the lemma, we obtain the following result:

**Corollary 3.2** Consider \( \phi(v) = \max(0, 1 - v)^2 \). Let \( T(p) = \min(\max(p, -1), 1) \) and

\[
D(\eta(\cdot), f(\cdot)) = \mathbb{E}_X (2\eta(X) - 1 - T(f(X)))^2.
\]

Let

\[
\epsilon_1 = \inf_{f \in \mathcal{C}} \left[ D(\eta(\cdot), f(\cdot)) + 0.5D^{1/2}(\eta(\cdot), f(\cdot)) \mathbb{E}_X^{1/2}(f(x) + 1)^4 \right].
\]

Assume we find \( \hat{f}(\cdot) \) that approximately minimizes (4) as

\[
Q(\hat{f}(\cdot)) \leq \inf_{f \in \mathcal{C}} Q(f(\cdot)) + \epsilon_2,
\]

then

\[
\mathbb{E}_X (2\eta(X) - 1 - T(f(X)))^2 \leq \epsilon_1 + \epsilon_2
\]

and

\[
L(\hat{f}(\cdot)) \leq L^* + (\epsilon_1 + \epsilon_2)^{1/2}.
\]

Proof. Using the Schwartz inequality, we obtain,

\[
D^{1/2}(\eta(\cdot), f(\cdot)) \mathbb{E}_X^{1/2}(f(x) + 1)^4 \geq \mathbb{E}_X \|2\eta(X) - 1 - T(f(X))\| (|f(X)| + 1)^2.
\]
Now apply Lemma 3.1, we obtain

\[
\inf_{f \in C} \mathbb{E}_X \Delta Q(\eta(X), f(X)) \leq \epsilon_1.
\]

This proves the corollary. □

If \( \inf_{f \in C} \mathbb{E}_X (2\eta(X) - 1 - T(f(X)))^2 \) \( \mathbb{E}_X (f(X) + 1)^4 = 0 \), then we can find \( f \in C \) by approximately minimizing (4) to obtain classifiers that have classification error arbitrarily close to that of the Bayes error. Roughly speaking, if \( \eta(x) \) can be approximated as \( (T(f(x)) + 1)/2 \) for \( f(x) \in C \), then the modified least squares method gives a good estimate of the conditional in-class probability \( \eta(x) \). Note that in the case of least squares method, we require that \( \eta(x) \) to be well approximated by \( (f(x) + 1)/2 \) for \( f(x) \in C \) in order to obtain a good conditional in-class probability estimate. This shows that in general, modified least squares method is superior to the standard least squares method for classification problems.

### 3.3 SVM

We consider the case \( \phi(v) = \max(0, 1 - v) \). \( \phi^*(\eta) = \text{sign}(2\eta - 1) \). Since subgradient of \( \phi \) at 1 is not uniquely defined, we will directly compute \( \Delta Q(f(\cdot )) \) rather than using Theorem 2.2. It is easy to obtain

\[
\begin{align*}
\Delta Q(\eta, p) &= \eta(\phi(p) - \phi(f^*_\phi(\eta))) + (1 - \eta)(\phi(-p) - \phi(-f^*_\phi(\eta))) \\
&= \eta \max(0, 1 - p) + (1 - \eta) \max(0, 1 + p) - 1 + |2\eta - 1|.
\end{align*}
\]

This implies that

\[
\Delta Q(\eta, 0) = \eta + (1 - \eta) - 1 + |2\eta - 1| = |2\eta - 1|.
\]

We may set \( s = 1 \) and \( c = 0.5 \) in Corollary 3.1.

In order to compare the SVM loss with other losses, we need to rewrite \( \Delta Q(\eta, p) \) in a more intuitive form. In fact, it is not hard to check that

\[
\Delta Q(\eta, p) = \begin{cases} 
(p - 1)(1 - \eta) + (1 - \text{sign}(2\eta - 1))[2\eta - 1] & p \geq 1 \\
|p - \text{sign}(2\eta - 1)| \cdot |2\eta - 1| & p \in [-1, 1] \\
|p + 1|\eta + (1 + \text{sign}(2\eta - 1))[2\eta - 1] & p \leq -1.
\end{cases}
\]

From this formulation, we observe that in order for \( \epsilon_1 = \mathbb{E}_X \Delta Q(\eta(X), f(X)) \) to be small, the following has to be satisfied on average:

- if \( \eta(x) \) is close to 0.5: \( f(x) - T(f(x)) \) is small (where \( T(p) \) denotes the truncation of \( p \) to \([-1, 1]\), which has been defined earlier);

- otherwise:
  - if \( |f(x)| \leq 1 \): \( |f(x) - \text{sign}(2\eta(x) - 1)| \) is small.
  - otherwise: \( |f(x) - \text{sign}(2\eta(x) - 1)| \cdot |2\eta(x) - 1 - \text{sign}(f(x))| \) is small.
Roughly speaking, for \( \eta(x) \) not close to 0.5, we require \( f(x) \approx \text{sign}(2\eta(x) - 1) \) but allow
\( f(x) > 1 \) when \( \eta(x) \approx 1 \) and allow \( f(x) < -1 \) when \( \eta(x) \approx -1 \). The latter two conditions
correspond to the margin argument which motivated SVM [15] and has also been used to
explain the effectiveness of boosting [13]. Although we can see that it naturally comes out
of the approximation error analysis, the original concept was used to bound the estimation
error with an emphasis on separable problems. In fact, one can observe from our analysis
that the margin idea is mostly useful for problems that are nearly separable (\( \eta(x) \) is close
to 0 or 1). It is not very useful if \( \eta(x)(1 - \eta(x)) \) is not small since if \( f(x) \in C \) is close to
the optimal Bayes classifier, then \( f(x) \) must satisfy the condition \( f(x) \approx \text{sign}(2\eta(x) - 1) \).
Therefore our analysis not only provides a statistical justification for the margin concept for
nearly separable problems, but also shows its limitation in the general case.

Our analysis also shows a significant disadvantage of the SVM formulation for problems
that are not nearly separable. Note that if an SVM performs well, then it computes a
predictor \( \hat{f}(x) \) that has a small value \( \Delta Q(\hat{f}(\cdot)) \). For a point \( x \) such that \( \eta(x)(1 - \eta(x)) \)
is not close to zero, we have \( \hat{f}(x) \approx \text{sign}(2\eta(x) - 1) \). That is, \( \hat{f}(x) \) is clustered at \( \pm 1 \).
It gives similar values even though the corresponding conditional in-class probability \( \eta(x) \)
can be very different. This implies that the predictor computed by SVM does not carry any
reliable probability information. By looking at the output \( \hat{f}(x) \) at any given point \( x \), it is
difficult to tell how confident the prediction is. However such confidence information is often
extremely valuable in practical applications. In this respect, the modified least squares loss
has a significant advantage over the standard SVM loss.

### 3.4 Exponential loss

We consider the case \( \phi(v) = \exp(-v) \). Note that \( f^*_\phi(\eta) = \frac{1}{2} \ln \frac{\eta}{1 - \eta} \) and \( Q^*(\eta) = 2\sqrt{\eta(1 - \eta)} \).
\( f^*_\phi(\eta) \) is invertible:

\[
 f^*_{\phi}^{-1}(p) = \frac{1}{1 + e^{-2p}}.
\]

From Theorem 2.2 and remarks thereafter, we know that
\( 1/(1 + e^{-2f(x)}) \) can be regarded as
an approximation to the true conditional probability function \( \eta(x) \), and its closeness to \( \eta(x) \)
is measured by the expected Bregman divergence of \( 2\sqrt{\eta(1 - \eta)} \):

\[
\Delta Q(\eta, p) = d_{Q^*}(\bar{\eta}, \eta) = (\eta - \bar{\eta})(e^{-p} - e^{p}) + 2 \sqrt{\bar{\eta}(1 - \bar{\eta})} - 2 \sqrt{\eta(1 - \eta)},
\]

where \( \bar{\eta} = 1/(1 + e^{-2p}) \). This implies that

\[
\Delta Q(\eta, 0) = 1 - 2 \sqrt{\eta(1 - \eta)} \geq 2(\eta - 0.5)^2.
\]

Therefore we may let \( s = 2 \) and \( c = 2^{-1/2} \) in Corollary 3.1.

It is useful to obtain a lower bound of \( \Delta Q(\eta, p) \) which is more intuitive than the Bregman
divergence of \( 2\sqrt{\eta(1 - \eta)} \). By using Taylor expansion, we know that \( \exists \eta' \) between \( \bar{\eta} \) and \( \eta \):

\[
\Delta Q(\eta, p) = d_{Q^*}(\bar{\eta}, \eta) = \frac{1}{2} Q''(\eta')(\eta - \bar{\eta})^2 = \frac{1}{4}(\eta'(1 - \eta'))^{-3/2}(\eta - \bar{\eta})^2 \geq 2(\eta - \frac{1}{1 + e^{-2p}})^2.
\]
This lower bound implies that if we can find $\hat{f}(x) \in C$ such that $\Delta Q(\hat{f}(\cdot))$ is small, then the expected squared difference of the estimated conditional probability $\frac{1}{1+e^{-2f(x)}}$ and the true conditional probability $\eta(x)$ is also small. Although this result is similar to that of the (modified) least squares, for practical problems such that $\eta(x)$ is close to 0 or 1, the quantity $\Delta Q(\hat{f}(\cdot))$ with the exponential loss can be significantly larger. This can be seen from the following upper bound on $\Delta Q(\eta, p)$:

$$\Delta Q(\eta, p) = (\eta - \bar{\eta}) \exp(-(p - \bar{p})) + 2\sqrt{\eta(1-\eta)} - 2\sqrt{(1-\eta)}$$

$$\leq 2|\eta - \bar{\eta}| \exp(|p|) + 2\sqrt{\eta(1-\eta)} - \sqrt{\eta(1-\eta)}(\sqrt{\eta(1-\eta)} + \sqrt{(1-\eta)})$$

$$= 2|\eta - \bar{\eta}| \exp(|p|) + 2\sqrt{\eta(1-\eta)} - \eta(1-\eta)\right]$$

$$\leq 2|\eta - \bar{\eta}| \exp(|p|) + 2\sqrt{|\eta - \bar{\eta}|}.$$

Clearly, if $f(x) \in C$ has a small $\Delta Q(f(\cdot))$, then for points such that $\eta(x) \approx 1$ (or $\eta(x) \approx 0$), we require that $1/(1+e^{-2f(x)}) \approx 1$ (or $1/(1+e^{-2f(x)}) \approx 0$). This implies that $|f(x)|$ is large. In this case, since $\exp(|f(x)|)$ is also large, it becomes more difficult to achieve a small value of $\Delta Q(\eta(x), f(x))$. Additionally, using the exponential loss, we compute a predictor such that $|f(x)|$ is large when $\eta(x) \approx 0, 1$, and $|f(x)|$ is small elsewhere. In the limit of zero error, $f(x)$ has to achieve values of $\pm \infty$ if $\eta(x) = 0, 1$. Such a predictor is clearly not very well-behaved. A similar problem also exists for logistic regression, although to a lesser degree.

3.5 Logistic Regression

We consider the case $\phi(v) = \ln(1 + \exp(-v))$. Note that $f^*_\phi(\eta) = \ln \frac{\eta}{1-\eta}$ and $Q^*(\eta) = -\eta \ln \eta - (1-\eta) \ln(1-\eta)$. $f^*_\phi(\eta)$ is invertible:

$$f^*_{\phi}^{-1}(p) = \frac{1}{1 + e^{-p}}.$$

The logistic transform $1/(1 + e^{-f(x)})$ of $f(x)$ can be regarded as an approximation to the true conditional in-class probability $\eta(x)$. The corresponding estimation method can be regarded as a maximum likelihood estimate with this probability model.

In logistic regression, Theorem 2.2 implies that the closeness of $1/(1 + e^{-f(x)})$ to $\eta(x)$ is measured by the expected Bregman divergence of $-\eta \ln \eta - (1-\eta) \ln(1-\eta)$, which is essentially the relative entropy between $\eta(x)$ and $1/(1 + e^{-f(x)})$ (also called KL-divergence):

$$\Delta Q(\eta, p) = \eta \ln[\eta(1 + e^{-p})] + (1-\eta) \ln[(1-\eta)(1 + e^p)] = \text{KL}(\eta||\frac{1}{1 + e^{-p}}).$$

This distance measurement is not surprising since it holds for all maximum likelihood estimation methods.

Let $\bar{\eta} = f^*_{\phi}^{-1}(p) = 1/(1 + \exp(-p))$. One may obtain a lower bound of KL($\eta||\bar{\eta}$) using Taylor expansion: $\exists \eta'$ between $\bar{\eta}$ and $\eta$ such that

$$\Delta Q(\eta, p) = \text{KL}(\eta||\bar{\eta}) = -\frac{1}{2} Q''(\eta') (\eta - \bar{\eta})^2 = \frac{1}{2\eta' (1-\eta')}(\eta - \bar{\eta})^2 \geq 2(\eta - \bar{\eta})^2. \quad (12)$$
In particular,
\[ \Delta Q(\eta, 0) \geq 2(\eta - 0.5)^2. \]

Therefore we may let \( s = 2 \) and \( c = 2^{-1/2} \) in Corollary 2.1.

The lower bound of \( \text{KL}(\eta, \tilde{\eta}) \) in (12) implies that if we can find \( \hat{p}(x) \in C \) such that \( \Delta Q(\hat{p}(\cdot)) \) is small, then the expected squared difference of the estimated conditional probability \( 1/\left(1 + e^{-f(x)}\right) \) and the true conditional probability \( \eta(x) \) is also small. This result is similar to that of the (modified) least squares. However, logistic regression has a similar problem as the exponential loss when \( \eta(x) \) is close to 0 or close to 1: \( |f(x)| \) has to be very large in order to approximate such a value.

In order to compare the logistic regression loss with the exponential loss used in AdaBoost, we shall derive an upper bound on the KL-divergence in a way that is similar to the corresponding derivation in the exponential loss case (we do not attempt to optimize the bound):

\[
\begin{align*}
\Delta Q(\eta, p) &= (\eta - \tilde{\eta})(-\ln \tilde{\eta} + \ln(1 - \tilde{\eta})) - (\tilde{\eta} \ln \tilde{\eta} - \eta \ln \eta) - ((1 - \tilde{\eta}) \ln(1 - \tilde{\eta}) - (1 - \eta) \ln(1 - \eta)) \\
&\leq 2|\eta - \tilde{\eta}| \ln(1 + e^{|p|}) + |(\tilde{\eta} \ln \tilde{\eta} - \eta \ln \eta)(\tilde{\eta} \ln \tilde{\eta} + \eta \ln \eta)|^{1/2} \\
&\quad + |((1 - \tilde{\eta}) \ln(1 - \tilde{\eta}) - (1 - \eta) \ln(1 - \eta))((1 - \tilde{\eta}) \ln(1 - \tilde{\eta}) + (1 - \eta) \ln(1 - \eta))|^{1/2} \\
&\leq 2|\eta - \tilde{\eta}| \ln(1 + e^{|p|}) + 2\sqrt{k|\tilde{\eta} - \eta|},
\end{align*}
\]

where \( k \) is a constant. In the last inequality, we used the following derivation on the second and the third terms: using Taylor expansion, there exists \( z \) between \( x \) and \( y \) so that

\[
(x \ln x)^2 - (y \ln y)^2 = 2z \ln z(1 + \ln z)(x - y) \leq k|x - y|,
\]

where \( k = \sup_{0 < z \leq 1} |2z \ln z(1 + \ln z)|. \)

By comparing the upper bound of \( \Delta Q(\eta, p) \) for logistic regression and the similar upper bound of \( \Delta Q(\eta, p) \) for exponential loss, we find that logistic regression changes the exponential sensitivity \( \exp(|p|) \) to \( \ln(1 + \exp(|p|)) \) which behaves linearly when \( |p| \) is large. This means that if \( |p| \) is large, then \( \Delta Q(\eta, p) \) is likely to be much smaller with the logistic regression loss. Also note that a predictor \( f(x) \) with the exponential loss induces the same conditional probability estimate as that of the scaled predictor \( 2f(x) \) with logistic regression loss. This implies that the two loss functions share the same probability model (up to a scaling factor). We conclude from our analysis that logistic regression loss behaves better than the exponential loss for large \( |f(x)| \) which occurs when \( \eta(x)(1 - \eta(x)) \approx 0. \)

### 3.6 Remarks on different loss functions

Our analysis indicates that all loss functions considered in this section measure the closeness of a transformation of \( f(x) \) to the true conditional in-class probability \( \eta(x) \). This generalizes conditional maximum likelihood estimate where the closeness is measured by the KL-divergence.
Both logistic regression and exponential losses utilize the logistic transform to relate a predictor \( f(x) \) and the approximate conditional probability it represents. However, we show that logistic regression is likely to give a better estimate when \( |p| \) is large. On the other hand, both methods have the same drawback that \( |f(x)| \) has to be very large in order to approximate the true conditional probability \( \eta(x) \) well when \( \eta(x)(1 - \eta(x)) \approx 0 \). This problem occurs for a loss \( \phi \) such that the derivative of \( Q^* \) at 0 or 1 is ill-defined since in this case the Bregman divergence \( d_{\phi} \) can be ill-behaved.

In the case of logistic regression, the above phenomenon is related to a fundamental shortcoming of maximum likelihood estimate. That is, it is not a robust rare-event estimator. For example, consider a coin toss experiment with a head probability of \( \eta = 0.999 \). Consider two models: the first is \( \eta = 1 \), and the second is \( \eta = 0.1 \). Clearly for most practical purposes (such as classification), the first model is much more accurate than the second one. However, if we use maximum-likelihood estimate with a sufficiently large number of samples, then we will almost always choose the second model since the first model has a large probability of giving the zero-likelihood.

This problem can be easily avoid by using a convex loss \( \phi \) such that the derivative of \( Q^* \) is well-behaved. For example, this is true for least squares, modified least squares and SVM losses. A significant drawback of SVM is that it approximates the binary-classification decision rule \( \text{sign}(2\eta(x) - 1) \) rather than the conditional probability \( \eta(x) \) itself. This implies that an SVM classifier tends to give unreliable information on the confidence of its prediction. However, such information can be crucial for many practical applications. For example, in principle we cannot directly apply SVMs to a multi-class classification problem by training separate SVMs to predict each class and choose the class that is most confidently predicted — this scheme fails at points where the conditional probabilities for all classes are below 0.5.

We have also studied the least squares method for classification and its modification. Both methods can provide reliable confidence information since they directly estimate the conditional probability \( \eta(x) \). In both cases, the conditional probability estimates are given by \( (f(x) + 1)/2 \) truncated to the interval \([0, 1]\). Such an estimate is well behaved even when \( \eta(x)(1 - \eta(x)) \approx 0 \). This is a significant advantage over logistic regression. We also show that in general, modified least squares method gives a better approximation to the conditional probability \( \eta(x) \) than the standard least squares method. Using a similar argument, we may in fact obtain an even better method with the following loss function:

\[
\phi(v) = \begin{cases} 
-4v & v < -1 \\
(v - 1)^2 & v \in [-1, 1] \\
0 & v > 1.
\end{cases}
\]

This new loss function, which we call modified Huber’s loss, changes the modified least squares loss so that it penalizes misclassified points with \( v < -1 \) only linearly. Using this formula, we can obtain \( f_{\phi}^*(\eta) = 2\eta - 1 \) and \( Q^*(\eta) = 4\eta(1 - \eta) \). The subgradient of \( \phi \) is uniquely determined as: \( \phi'(v) = \max(\min(2(v - 1), 0), -4) \). For \( p_1 \in [-1, 1] \), the Bregman divergence is

\[
d_{\phi}(p_1, p_2) = (p_2 - p_1)^2 - \max(0, p_2 - 1)^2 - \min(0, p_2 + 1)^2.
\]
It is not difficult to check that

$$\Delta Q(\eta, p) = \Delta Q(\eta, T(p)) + Q(\eta, p) - Q(\eta, T(p))$$

$$= (2\eta - 1 - T(p))^2 + 2[2\eta - 1 - T(p)]|p - T(p)|.$$

where $T(p) = \min(\max(p, -1), 1)$. Obviously this distance metric is better than that of the modified least squares in Lemma 3.1 when $|p|$ is large. This distance function behaves like that of SVM and logistic regression losses in that all three are linear in $|p|$ when $|p|$ is large. The new formulation is more attractive than the support vector formulation since it directly approximates the conditional probability $\eta(x)$. In addition, it is better behaved than logistic regression since it does not require a large value of $|f(x)|$ when $\eta(x)$ is close to 0 or 1.

4 Universal approximation and consistency

Consider a function class $C$ and an appropriate convex loss function $\phi$. If the loss function induced distance of the conditional in-class probability $\eta(x)$ to $C$ is small, then any $f(x) \in C$ that approximately minimizes (4) achieves a classification error close to the optimal Bayes error. In particular, if the distance is zero, then one can find a classifier by approximately minimizing (4) with classification error rate arbitrarily close to that of the Bayes rate.

We call a function class $C$ universal with respect to a convex loss function $\phi$ if any measurable conditional density function $\eta(x)$ has a distance of zero to $C$. Section 4.1 proves a general universal approximation theorem. Examples of universal function classes are given in Section 4.2.

Given a function class $C$ that is universal, we can find an approximate Bayes classifier by approximately minimizing (4). Since statistical machine learning requires the use of finite sample size to approximate the true underlying distribution, we need to use an estimation method to obtain a sample dependent predictor $\hat{f}_n(\cdot) \in C$ such that $Q(\hat{f}_n(\cdot))$ converges to $\inf_{f \in C} Q(f(\cdot))$ in probability. Section 4.3 discuss a complexity regularization approach to achieve this convergence. The results demonstrate the universality of some kernel based classification methods such as support vector machines. However in practice, one may also use other schemes to achieve this convergence. For example, the framework developed in this work has been applied in [10] to demonstrate the consistency of boosting like procedures using a different regularization scheme.

4.1 A universal approximation theorem

We only consider classification problems in $\mathbb{R}^d$. Although the analysis can be generalized to other measure spaces, such a generalization is unlikely to have important practical consequences.

**Definition 4.1** Let $U \subset \mathbb{R}^d$. We denote by $C(U)$ the Banach space of continuous functions: $U \to \mathbb{R}$ under the uniform-norm topology.

**Definition 4.2** We call a probability measure $\mu$ in $\mathbb{R}^d$ regular if it is defined on the Borel sets of $\mathbb{R}^d$. 
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Note that in the above definition, we have only used a special case of regular measures in real analysis for which Lusin’s theorem holds.

**Definition 4.3** We say a convex function \( \phi : \mathbb{R} \to \mathbb{R} \) has property A if

- \( \phi \) is continuous in \( \mathbb{R} \) and \( Q^* \) is continuous on \([0, 1]\).
- \( \phi(p) < \phi(-p) \) for all \( p > 0 \).
- \( f^*_\phi(\eta) \in (-\infty, +\infty) \) and is piece-wise continuous in \((0, 1)\).

**Lemma 4.1** Assume \( 0 \leq \delta < 0.5 \). Let \( \eta \in [0, 1] \) and \( \eta_\delta = \min(\max(\eta, \delta), 1 - \delta) \). If \( \phi \) has property A, then

\[
Q(\eta, f^*_\phi(\eta_\delta)) \leq Q^*(\eta_\delta).
\]

**Proof.** Due to the symmetry with respect to the transformation \( \eta \to 1 - \eta \), we only need to consider the case \( \eta > \eta_\delta \geq 0.5 \). The condition \( \phi(p) < \phi(-p) \) for all \( p > 0 \) implies that \( f^*_\phi(\eta_\delta) > 0 \), and thus \( \phi(f^*_\phi(\eta_\delta)) - \phi(-f^*_\phi(\eta_\delta)) < 0 \). Let \( p_\delta = f^*_\phi(\eta_\delta) \), it follows that

\[
Q(\eta, p_\delta) = \eta \phi(p_\delta) + (1 - \eta) \phi(-p_\delta) = \eta \delta \phi(p_\delta) + (1 - \eta_\delta) \phi(-p_\delta) + (\eta - \eta_\delta)(\phi(p_\delta) - \phi(-p_\delta)) < Q^*(\eta_\delta).
\]

\( \square \)

We can now prove the following universal approximation theorem:

**Theorem 4.1** Let \( \phi \) be a convex function which has property A. Consider a function class \( C \subset C(U) \) defined on a Borel set \( U \subset \mathbb{R}^d \). If \( C \) is dense in \( C(U) \), then for any regular probability measure \( \mu \) of \( x \in \mathbb{R}^d \) such that \( \mu(U) = 1 \), and any conditional probability \( P(Y = 1|X = x) = \eta(x) : \mathbb{R}^d \to [0, 1] \) (measurable with respect to \( \mu \)),

\[
\inf_{p \in C} \Delta Q(f(\cdot)) = 0,
\]

where \((X, Y)\) is distributed according to \((\mu, \eta)\).

**Proof.** Given any \( \epsilon > 0 \), by the continuity of \( Q^* \), we can find \( \delta \in (0, 0.5) \) such that

\[
\sup_{|\eta - \eta'| \leq \delta} |Q^*(\eta) - Q^*(\eta')| < \epsilon.
\]  \hspace{1cm} \text{(13)}

Define

\[
\eta_\delta(x) = \min(\max(\eta(x), \delta), 1 - \delta),
\]

which is clearly measurable. Also define

\[
K_\delta = \sup_{\delta \leq \eta \leq 1 - \delta} |f^*_\phi(\eta)|, \quad M_\delta = \sup_{|z| \leq K_\delta} |\phi(z)| + 1.
\]
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Using the assumptions on $f^*_\phi$ and $\phi$, we have $K_\delta, M_\delta < +\infty$.

Since $\mu$ is regular, using Lusin’s Theorem in measure theory (for example, see [12], page 55), we know that $f^*_\phi(\eta_\delta(x))$ can be approximated by a continuous function $\alpha'(x) \in C(U)$ such that $|\alpha'(x)| \leq K_\delta$ and $P(f^*_\phi(\eta_\delta(x)) \neq \alpha'(x)) \leq \epsilon/(2M_\delta)$. This implies that

$$E_X Q(\eta(X), \alpha'(X)) \leq E_X Q(\eta(X), f^*_\phi(\eta_\delta(X))) + \epsilon.$$  

Using Lemma 4.1, and (13), we have

$$E_X Q(\eta(X), f^*_\phi(\eta_\delta(X))) \leq E_X Q^*(\eta_\delta(X)) \leq E_X Q^*(\eta(X)) + \epsilon.$$  

This implies that

$$E_X Q(\eta(X), \alpha'(X)) \leq E_X Q^*(\eta(X)) + 2\epsilon. \quad (14)$$

Since $\alpha'(x)$ is continuous and bounded in $U$, and $\phi$ is continuous, using the assumption that $C$ is dense in $C(U)$, we can find $p_c \in C$ such that

$$\sup_{x \in U} |\phi(p_c(x)) - \phi(\alpha'(x))| + |\phi(-p_c(x)) - \phi(-\alpha'(x))| \leq \epsilon.$$  

This implies that

$$E_X Q(\eta(X), p_c(X)) \leq E_X Q(\eta(X), \alpha'(X)) + \epsilon.$$  

Together with (14), we obtain the theorem. □

Note that all convex functions $\phi$ considered in this paper have property $A$. Therefore from Theorem 2.1, we know that as long as we choose a function class $C \subset C(U)$ such that $C$ is dense in $C(U)$, we are able to achieve classification error arbitrarily close to the optimal Bayes error by approximately minimizing (4) within $C$.

### 4.2 Universality of some function classes

We consider function classes $\mathbb{R}^d \to \mathbb{R}$ consisted of linear combinations of functions of the form $h(w^T x + b)$, where $w \in \mathbb{R}^d$, $b \in \mathbb{R}$, and $h : \mathbb{R} \to \mathbb{R}$ is a fixed continuous function:

$$C_h = \left\{ \sum_{i=1}^k \alpha_i h(w_i^T x + b_i) : \alpha_i \in \mathbb{R}, w_i \in \mathbb{R}^d, b_i \in \mathbb{R}, k \in \mathbb{N} \right\}.$$  

This type of function classes have been extensively studied in the neural networks literature in the last ten years. For example, it is well known that any continuous function on a compact subset of $\mathbb{R}^d$ can be uniformly well approximated by a function in $C_h$ if $h$ is a sigmoidal function. This result means that two-level neural networks (with sigmoidal activation function $h$) are universal approximators. In this paper, we use the following general version of a neural network universal approximation result which was proved in [8]:

**Theorem 4.2 ([8])** If $h$ is a non-polynomial continuous function, then $C_h$ is dense in $C(U)$ for all compact subsets $U$ of $\mathbb{R}^d$.  
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We should mention that in the original theorem, the density result is stated for the restriction of \( C(\mathbb{R}^d) \) to a compact subset \( U \) of \( \mathbb{R}^d \). However since any continuous function in \( C(U) \) can be extended to a continuous function in \( \mathbb{R}^d \) (a special case of Tietze extension theorem in topology), the restriction of \( C(\mathbb{R}^d) \) to \( U \) is equivalent to \( C(U) \).

In the following, we consider kernel induced function classes. Let \( K \) be a symmetric positive kernel. That is, \( K(a, b) = K(b, a) \), and the \( n \times n \) Gram matrix \( G = [K(x_i, x_j)]_{i,j=1,\ldots,n} \) is always positive semi-definite. We have the following definition:

**Definition 4.4** Let \( H_0 = \left\{ \sum_{i=1}^{L} \alpha_i K(x_i, x) : L \in \mathbb{N}, \alpha_i \in \mathbb{R} \right\} \). \( H_0 \) is an inner product space with norm defined as

\[
\left\| \sum_i \alpha_i K(x_i, \cdot) \right\| = \left( \sum_{i,j} \alpha_i \alpha_j K(x_i, x_j) \right)^{1/2}.
\]

Let \( H \) be the closure of \( H_0 \) under the norm \( \| \cdot \| \), then \( H \) forms a Hilbert space, called the reproducing kernel Hilbert space of \( K \).

Note that if \( \| \sum_i \alpha_i K(x_i, \cdot) \| = 0 \), then \( \sum_{i=1}^{L} \alpha_i K(x_i, x) = 0 \) for all \( x \) (otherwise, the Gram matrix with \( x_i \) and \( x \) will not be positive semi-definite). Therefore the inner product in the above definition is well-defined. In fact, we have the following bound:

**Proposition 4.1** Let \( K \) be a symmetric positive kernel. \( \forall f(x) \in H \), and variable \( x \):

\[
|f(x)| \leq \| f(\cdot) \| K(x, x)^{1/2}.
\]

Given a datum \( x \), we can associate it with the function \( K(x, \cdot) \in H \). It is easy to check that for all \( f(\cdot) \in H : f(x) = \langle f(\cdot), K(x, \cdot) \rangle \), where we use \( \langle \cdot, \cdot \rangle \) to denote the inner product in \( H \). This fact will be used in the next section. For further information on reproducing kernel Hilbert spaces, we shall refer interested readers to [16].

We now consider kernel functions of the following form:

\[
K_h([x_1, b_1], [x_2, b_2]) = h(x_1^T x_2 + b_1 b_2),
\]

where \( h \) can be expressed as a Taylor expansion with non-negative coefficients. It is well-known that \( K_h \) is a positive definite kernel in this case. An easy way to see this is by writing \( K_h(z_1, z_2) = \sum_i \psi_i(z_1) \psi_i(z_2) \) using Taylor expansion: \( K_h \) now acts as an inner product in the so-called feature space \( \psi_i(z) \).

We denote by \( H_h \) the corresponding reproducing kernel Hilbert space of \( K_h \) in \( \mathbb{R}^{d+1} \). It induces a function class \( \tilde{H}_h \) in \( \mathbb{R}^d \) with \( f \in H_h \rightarrow \tilde{f} \in \tilde{H}_h \) defined by \( \tilde{f}(x) = f([x, 1]) \). Clearly, \( C_h \subset \tilde{H}_h \). Without causing confusion, in the following, we also denote \( \tilde{f} \) by \( f \) for simplicity:

\[
f(x) = f(x) = f([x, 1]).
\]
4.3 Estimation error and consistency of kernel formulations

Consider the following estimation problem:

$$
\hat{f}_n = \inf_{f \in H_h} \left[ \frac{1}{n} \sum_{i=1}^{n} \phi(\tilde{f}(X_i)Y_i) + \frac{\lambda_n}{2} \|f\|^2 \right],
$$

where $\lambda_n > 0$ is a small regularization parameter. $(X_i, Y_i)$ are training data drawn from the unknown underlying distribution $D$. (15) can be regarded as a stochastic approximation to the minimization of (4).

Although (15) is formulated as an infinite dimensional optimization problem, it is well-known that the computation can be performed in a finite dimensional space (for example, see [16, 17]). Let $f^\perp$ be the orthogonal projection of $f$ onto the subspace $V_X$ spanned by $g_i(x) = h(X_i^T x + 1) \in H_h (i = 1, \ldots, n)$. Then by definition $f(X_i) - f^\perp(X_i) = \langle (f - f^\perp), g_i \rangle = 0$. This means that $f^\perp$ always has a smaller objective value in (15) than $f$ if $f \notin V_X$. Therefore the optimal solution $\hat{f}_n$ must lie in the finite dimensional space $V_X$. Since the formulation is strictly convex and the right hand side approaches infinity as $f \to \infty$, it has a unique finite solution which lies in $V_X$.

To obtain estimation error on kernel methods, we can use the leave-one-out analysis. Some relatively general results for kernel methods were obtained in [17]. The following bound is slightly weaker than a corresponding result in [17] but is easier to prove.

**Theorem 4.3** Let $\hat{f}^{[k]}$ be the solution of (15) with the k-th datum removed from the training set, then

$$
\|\hat{f}_n(\cdot) - \hat{f}^{[k]}_n(\cdot)\| \leq \frac{2}{\lambda_n} \|\phi'(\hat{f}_n(X_k)Y_k)\| h(X_k^T X_k + 1)^{1/2},
$$

where $\phi'$ denotes a subgradient of $\phi$.

**Proof.** The minimizer $\hat{f}_n$ of (15) lies in the finite dimensional space $V_X$ spanned by $g_i(x) = h(X_i^T x + 1) \in H_h (i = 1, \ldots, n)$. Use the linear representation $f(X_i) = \langle f, g_i \rangle$, and Theorem 23.8 in [11], we know that there exist subgradients $\phi'(\hat{f}_n(X_i)Y_i) (i = 1, \ldots, n)$ such that the following first order condition holds:

$$
\frac{1}{n} \sum_{i=1}^{n} \phi'(\langle \hat{f}_n, g_i \rangle Y_i) g_i Y_i + \lambda_n \hat{f}_n = 0.
$$

(16)
We also have
\[
\frac{1}{n} \sum_{i=1}^{n-1} \phi(\hat{f}_n(X_i)Y_i) + \frac{\lambda_n}{2} \|\hat{f}_n\|^2 + \\
\frac{1}{n} \sum_{i=1}^{n-1} \phi\left(\hat{f}_n(X_i)Y_i \left(\hat{f}[n](X_i) - \hat{f}_n(X_i)\right)Y_i + \lambda_n(\hat{f}_n, \hat{f}[n] - \hat{f}_n)\right) + \frac{\lambda_n}{2} \|\hat{f}[n]\|^2 \\
= \frac{1}{n} \sum_{i=1}^{n-1} \left[\phi(\hat{f}[n](X_i)Y_i) - d_\phi(\hat{f}_n(X_i)Y_i, \hat{f}[n](X_i)Y_i)\right] + \frac{\lambda}{2} \|\hat{f}[n]\|^2 \\
\leq \frac{1}{n} \sum_{i=1}^{n-1} \phi(\hat{f}[n](X_i)Y_i) + \frac{\lambda}{2} \|\hat{f}[n]\|^2,
\]
where \(d_\phi\) denotes the Bregman divergence of \(\phi\). Also note that by the definition of \(\hat{f}[n]\), we have
\[
\frac{1}{n} \sum_{i=1}^{n-1} \phi(\hat{f}_n(X_i)Y_i) + \frac{\lambda}{2} \|\hat{f}_n\|^2 \geq \frac{1}{n} \sum_{i=1}^{n-1} \phi(\hat{f}[n](X_i)Y_i) + \frac{\lambda}{2} \|\hat{f}[n]\|^2.
\]
Therefore by comparing the above two inequalities, we obtain:
\[
\frac{\lambda}{2} \|\hat{f}_n - \hat{f}[n]\|^2 \leq \left[\frac{1}{n} \sum_{i=1}^{n-1} \phi\left(\hat{f}_n(X_i)Y_i \left(\hat{g}_i, \hat{f}_n\right) - \hat{f}_n\right) + \lambda(\hat{f}_n, \hat{f}[n] - \hat{f}_n)\right] \\
\leq \left[\frac{1}{n} \sum_{i=1}^{n-1} \phi\left(\hat{f}_n(X_i)Y_i \left(\hat{g}_i, \hat{f}_n\right) + \lambda \hat{f}_n\right) + \lambda \|\hat{f}_n\|^2 \right] \\
= \frac{1}{n} \sum_{i=1}^{n-1} \phi\left(\hat{f}_n(X_i)Y_i \left(h(x_i^Tx_i + 1)\right)^{1/2} \hat{f}[n] - \hat{f}_n\right) \\
= \frac{\lambda}{2} \|\hat{f}_n - \hat{f}[n]\|^2.
\]
The last inequality follows from (16) and the fact that \(\|g_n\|^2 = h(x_i^Tx_i + 1)\). By canceling the factor \(\|\hat{f}[n] - \hat{f}_n\|^2\) from the above inequality, we obtain the desired bound with \(k = n\). □

The above theorem can be used to derive leave-one-out estimates for different kernel formulations in (15). In fact, a straightforward application of Theorem 4.3 and Proposition 4.1 leads to the following leave-one-out cross-validation error bound:
\[
\sum_{k=1}^{n} \phi(\hat{f}[k](X_k)Y_k) \leq \sum_{k=1}^{n} \sup_{\|\beta_k\| \leq 1} \phi \left(\hat{f}_n(X_k)Y_k + \frac{2\beta_k}{\lambda_n} \phi\left(\hat{f}_n(X_k)Y_k\right)h(X_k^T X_k + 1)\right) \cdot (17)
\]
Note that the expected leave-one-out error of any estimator \(\hat{f}\) is equivalent to the expected generalization error of \(\hat{f}\). By Markov inequality, for all \(\epsilon > 0\), we have
\[
P \left( Q(\hat{f}(\cdot)) > \inf_{\hat{f}_n \in \mathcal{F}_n} Q(\hat{f}(\cdot)) + \epsilon \right) \leq \frac{1}{\epsilon} \left( \mathbb{E} Q(\hat{f}(\cdot)) - \inf_{\hat{f}_n \in \mathcal{F}_n} Q(\hat{f}(\cdot)) \right).
\]
This implies that if we can choose \(\lambda_n\) such that
\[
\lim_{n \to \infty} \mathbb{E} Q(\hat{f}_n(\cdot)) = \inf_{\hat{f}_n \in \mathcal{F}_n} Q(\hat{f}(\cdot)),
\]
then $Q(\hat{f}_n(\cdot))$ converges to $\inf_{f \in \mathcal{H}_n} Q(f(\cdot))$ in probability.

Therefore, to show consistency, we only need to estimate leave-one-out bounds using Theorem 4.3 for formulations we are interested in. For simplicity, from now on, we assume that $P(h(X^T X + 1) \leq M^2) = 1$.

We start with a simple bound:

**Corollary 4.1** Under the assumptions of Theorem 4.3, and assume further that $\phi(\cdot) \geq 0$ and $P(h(X^T X + 1) \leq M^2) = 1$. Then $\forall k$, the expected leave-one-out error can be bounded as:

$$E\, Q(\hat{f}^{[k]} ) \leq \inf_{f \in \mathcal{H}_n} \left[ Q(\bar{f}(\cdot)) + \frac{\lambda_n}{2}\|f\|^2\right] + \frac{2M^2 \Delta^2_\phi}{\lambda_n n},$$

where the expectation is with respect to the training samples $(X_1, Y_1), \ldots, (X_n, Y_n)$, and

$$\Delta_\phi = \sup \left\{ |\phi'(z)| : |z| \leq \sqrt{\frac{2\phi(0)}{\lambda_n}} M \right\}.$$

**Proof.** Note that by the definition of $\hat{f}_n$, we obtain

$$\frac{1}{n} \sum_{i=1}^{n} \phi(\hat{f}_n(X_i)Y_i) + \frac{\lambda_n}{2}\|\hat{f}_n\|^2 \leq \phi(0).$$

Therefore $\|\hat{f}_n\| \leq \sqrt{2\phi(0)/\lambda_n}$. This implies that $|\hat{f}_n(X_k)| \leq \sqrt{2\phi(0)/\lambda_n} M$ for all $k$. Similarly $|\hat{f}^{[n]}(X_k)| \leq \sqrt{2\phi(0)/\lambda_n} M$ for all $k$. Therefore from Taylor expansion:

$$\phi(f^{[k]}(X_k) Y_k) - \phi(f_n(X_k) Y_k) \leq \Delta_\phi |f^{[k]}(X_k) - f_n(X_k)| \leq \Delta^2_\phi \frac{2M^2}{\lambda_n n}$$

for all $k$. Note that the second inequality follows from Theorem 4.3 and Proposition 4.1. Summing over $k$, we obtain

$$\frac{1}{n} \sum_{k=1}^{n} \phi(f^{[k]}(X_k) Y_k) \leq \inf_{f \in \mathcal{H}_n} \left[ \frac{1}{n} \sum_{k=1}^{n} \phi(\bar{f}(X_k) Y_k) + \frac{\lambda_n}{2}\|f\|^2\right] + \frac{2M^2 \Delta^2_\phi}{\lambda_n n}.$$ 

Taking expectation with respect to the training data, we obtain the corollary. □

We list bounds of $\Delta_\phi$ for formulations considered in this paper:

- SVM: $\Delta_\phi \leq 1$.
- Logistic Regression: $\Delta_\phi \leq 1$.
- Modified Huber: $\Delta_\phi \leq 4$.
- Least Squares: $\Delta_\phi \leq \sqrt{\frac{8}{\lambda_n}} M + 2$. 
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• Modified Least Squares: $\Delta_\phi \leq \sqrt{\frac{8}{\lambda_n} M + 2}$.

• Exponential: $\Delta_\phi \leq \exp\left(\sqrt{\frac{2}{\lambda_n} M}\right)$.

Although Corollary 4.1 is useful for certain loss functions, in many cases better bounds can be obtained from Theorem 4.3 using refined analysis (for example, see [17]). We will only consider the least squares loss and the modified least squares loss here for simplicity.

**Corollary 4.2** Consider $\phi(v) = (1 - v)^2$ or $\phi(v) = \max(1 - v, 0)^2$. Then under the assumptions of Theorem 4.3, for any $k$, the expected leave-one-out error can be bounded as:

$$
\mathbb{E} Q(\hat{f}_n^{|k|}(\cdot)) \leq \left(1 + \frac{4M^2}{\lambda_n n}\right)^2 \inf_{f(\cdot) \in \mathcal{H}_h} \left[Q(\hat{f}(\cdot)) + \frac{\lambda_n}{2} \|f(\cdot)\|^2\right],
$$

where $P(h(X^T X + 1) \leq M^2) = 1$.

**Proof.** In both cases, we have: $\phi(v + \delta)^{1/2} \leq \phi(v)^{1/2} + (\delta^2)^{1/2}$. This implies that for all $\beta_k \in [-1, 1]$ ($= 1, \ldots, n)$:

$$
\left[\sum_{k=1}^{n} \phi\left(\hat{f}_n(X_k) Y_k + \frac{2\beta_k}{\lambda n} |\phi'(\hat{f}_n(X_k) Y_k)| M^2\right)\right]^{1/2} 
\leq \left[\sum_{k=1}^{n} \phi(\hat{f}_n(X_k) Y_k)\right]^{1/2} + \left[\sum_{k=1}^{n} \left(\frac{2\beta_k}{\lambda n} |\phi'(\hat{f}_n(X_k) Y_k)| M^2\right)\right]^{1/2} 
= \left[\sum_{k=1}^{n} \phi(\hat{f}_n(X_k) Y_k)\right]^{1/2} + \left[\sum_{k=1}^{n} \frac{16\beta_k^2 M^4}{(\lambda n)^2} \phi(\hat{f}_n(X_k) Y_k)\right]^{1/2},
$$

where the equality follows from the fact that $\phi'(v)^2 = 4\phi(v)$. Now using (17) and taking expectation with respect the training data, we obtain the corollary. □

Using Corollary 4.2 for least squares and modified least squares, and Corollary 4.1 for other formulations, we immediately obtain the following theorem:

**Theorem 4.4** Let $h$ be an entire function with non-negative Taylor coefficients. Assume we choose $\lambda_n$ in (15) such that $\lambda_n \to 0$ and $\lambda_n n \to \infty$ in the following formulations: least squares, modified least squares, modified Huber’s loss, SVM loss, or logistic regression; or we choose $\lambda_n$ such that $\lambda_n \to 0$ and $\lambda_n \log^2 n \to \infty$ with the exponential loss. Then for any distribution $D$ with regular input probability measure which is bounded almost everywhere in $\mathbb{R}^d$,

$$
\lim_{n \to \infty} \mathbb{E} Q(\hat{f}_n(\cdot)) = \inf_{f \in \mathcal{H}_h} Q(f(\cdot)).
$$
Moreover if $h$ is not a polynomial, then

$$
\lim_{n \to \infty} E \Delta Q(\hat{f}_n(\cdot)) = 0.
$$

This implies that the classification error of $\hat{f}_n(\cdot)$ converges to the optimal Bayes error in probability as $n \to \infty$.

5 Conclusion

In this paper, we have studied how close the optimal Bayes error rate can be approximately reached using a classification algorithm that computes a classifier by minimizing a convex upper bound of the classification error function.

We have separated approximation and estimation aspects of the problem. The former is introduced through the bias of the formulation, which we investigated in Section 2. In particular, we related the quantity $Q(f(\cdot))$ defined in (4) to the classification performance of $f(\cdot)$ measured by $L(f(\cdot)) - L^*$.

In our framework, the method of minimizing (4) can be regarded as computing an approximation of the conditional in-class probability $\eta(x)$. In this regard, the closeness of the true conditional probability $\eta(x)$ and an estimated approximation is defined by a loss-function induced distance.

We have analyzed this distance function for a number of convex loss functions. We have shown that exponential and logistic regression losses are not well-behaved when the conditional probability $\eta(x)$ is close to 0 or 1. Although a support vector machine does not suffer from this problem, it computes a predictor that approximates $\text{sign}(2\eta(x) - 1)$. This implies that a support vector machine does not provide reliable confidence information (for its prediction) which can be very useful in practice. In particular, they are not directly applicable to multi-class classification problems. We have also shown that both least squares and modified least squares methods can lead to reliable conditional probability estimates, and they are well-behaved when $\eta(x)$ is close to 0 or 1. In addition, the modified least squares method gives better approximation than the standard least squares. We also proposed a new convex loss which we call modified Huber’s loss to further enhance the modified least squares formulation. In our analysis, this new loss function achieves the best overall approximation behavior.

The analysis of loss function introduced in this paper can also be used to demonstrate the consistency of statistical classification methods using convex risk minimization. In particular, we proved a universal approximation theorem in Section 4. Using this result, we obtained universal consistency of certain kernel based classification methods such as support vector machines.
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